
 

 

Fairness for Robust Learning to Rank

Summary
▪ Conventional ranking systems: Maximize the utility of the 

ranked items to users. 
▪ Fairness-aware ranking systems: Maximize the utility + 

balance the exposure for different protected attributes such 
as gender or race. 

▪ FairRobust LTR : Fairness-aware + Distributionally Robust
▪ We derive a new ranking system based on the first 

principles of distributional robustness.
▪ Provide better utility for highly fair rankings than existing 

baseline methods.
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▪ Construct LTR dataset from fair classification datasets. 
▪ Goal:  provide low fairness violation and high NDCG
▪ Fair_Robust achieves preferable utility-fairness trade-off

❑ Performance-Fairness Trade-off:

Y axis: Performance (top is better)
X axis: Fairness violation (left is 
better)

❑ Fairest results achieved by Fair-Robust and baseline methods.
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